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Abstract—Due to its capability to solve the situations of conflict and competition, Game Theory has been used as a mathematical tool in economics, politics, biology and human psychology. Nash Equilibrium, being the solution of a non-cooperative game, gives a stable state in a sense that no agent/player have any positive incentive to deviate from its current adopted strategy, when all others players of the game stick to their current moves. The Pareto Efficiency is the solution of a game where the utility gained by a player by deviating from the current strategy causes at least one other player worst off. In Communication Networks, the cooperation to follow a certain protocol cannot be taken as for granted, keeping in view the selfish nature of a day’s network entities. To cope with the selfish and competitive behavior of the network entities, Game Theory provides a feasible solution for resource utilization and service provisioning. This paper presents the detailed overview of the Game Theory concepts and its applications in the Communication Networks, both from cooperative and non-cooperative perspectives.

Keywords—Game Theory, Nash Equilibrium, Cooperative Games, Non-Cooperative Games and Communication Networks

I. INTRODUCTION

Game Theory [1-3] is the study of mathematical models, which are used in a situation when multiple entities interact with each other in a strategic setup. The theory in its true sense deals with the ability of an entity or individual (called player in Game Theory) to take a certain decision keeping in view the effect of other entities decisions on him, in a situation of confrontation. A wage negotiation between a firm and its employees can be considered as a game between two parties, where each party makes a decision or move in the negotiation process based on other party’s move. Similarly, a business run by a group of people can be considered as a game played against its competitors or customers.

The concept of modern Game Theory was introduced by John Von Neumann and Oskar Morgenstern [4] in 1944, who described the word ‘game’ for the first time by systematically specifying the rules of the game, the move of players, the information they possess during their moves and the outcome for each player at the end of the game [5]. They are considered the pioneers of modern Game Theory who modeled the economic situations as decision mathematics models for the first time and presented it as a static game, where individuals come into contact only once. Their models were successfully used in economics in later years. In 1950, John McDonalds [6] published his famous book “Strategy in Poker, Business and War”, where he demonstrated the use of strategic interaction in the real world environments. Game Theory took a revolutionary leap when John Nash presented the models for non-cooperative games in 1951 [7]. His proposed solution for non-cooperative games, later on called Nash Equilibrium, is still considered as a standard for any conflicting situation’s outcome. R. Luce and H. Raiffa [9], [10] introduced the concept of incomplete information in games in 1957, where they argued that it is not necessary that the participants of a game are fully aware about the rules under which they play and about the utility functions of other players. The cooperative games were introduced by Harsanyi [11] in 1960, where he argued that the commitments (i.e. threats, punishments, agreements) in a game are enforceable. The progress of Game Theory continued since its inception and later on was used in many other fields other than economics. Game Theory has now become an important mathematical tool, which is used in situations that involves several entities whose decisions are influenced by the decisions of other entities playing with them.

Any game, when played, consists of the participants called players or agents of the game, each having his own preference or goal. Each player of the game has an associated amount of benefit or gain which he receives at the end of the game, called payoff or utility, which measure the degree of satisfaction an individual player derives from the conflicting situation. For each player of the game, the choices available to them are called strategies. The solution of a game is referred to as Nash Equilibrium or Strategic Equilibrium, where each player cannot get a better payoff than the existing one by individually changing to another strategy. The utility function is a mapping of a player’s choices into a real number [1]. To understand the concepts presented so far, refer to Table 1, where two players P1 and P2 come in a strategic interaction to play this game. For ease, the game is represented by a matrix, called payoff matrix, which shows the choices available to players and the outcome for each choice he makes against the others. As shown in the payoff matrix of the game between P1 and P2, each have to decide either to choose X or Y. The setup is strategic, so the choice of individual player’s payoff depends on the choice made by other player as a response to his strategy. If player P1 chooses X, then his payoff depends upon
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which choice the player $P_2$ makes. If $P_1$ choose $X$ and $P_2$ also chooses $X$, $P_1$ payoff will be 2, otherwise 10. Similarly, if $P_1$ chooses the $Y$, then depending upon the choice of $P_2$ he will either receive 10 or 3. The same choices and outcome will happen for player $P_2$ as well. Here in this game, the players are $P_1$ and $P_2$, the strategies for each are $X$ and $Y$ and the benefits or outcome of the game are represented in the form of matrix where each entry shows the payoff in the form (payoff of $P_1$, payoff of $P_2$) duplet. The numerical outcome for each player depends on the utility function used by each in the situation in which this game is played.

<table>
<thead>
<tr>
<th>$P_2$</th>
<th>$X$</th>
<th>$Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>(2,8)</td>
<td>(10,5)</td>
</tr>
<tr>
<td>$Y$</td>
<td>(5,10)</td>
<td>(3,3)</td>
</tr>
</tbody>
</table>

Table 1: Strategic form of a game

Formally, a game can be defined [1] as consisting of a non-empty finite set of $N=\{N_1, N_2, ... , N_{|N|}\}$ players, a complete set of actions/strategies $A_i=\{a_1, a_2, ... , a_{|A|}\}$ for each $N_i \in N$. A set of all strategies space of all players, represented by the matrix $A=A_1 \times A_2 \times ... \times A_{|N|}$. $A(a_i, a_j)$ is a strategy profile when a player $N_i \in N$ selects an action $a_i$ from its action set $A_i$ against the actions of all other players $N_{-i}$. The subscripted notation $-i$ is a convenient way to represent a set of all possible actions or set of events excluding a specific entity or event in a strategic setup. For example $N_i$ means set of all players excluding $N_i$ and $a_i$, means set of actions of all players excluding the action of the player $N_i$ during a strategic interaction. At the end of the game, each player $N_i \in N$ gets benefit in the form of a real number ($R$) called payoff of the player which is determined by the utility function $U_i$ as: $U_i(A_i) \rightarrow R$.

The rest of the paper is organized as follows: Section II presents two important games in game theory. Section III discusses the solution concepts of game theory with examples. This section also gives a brief overview of pure and mixed strategy Nash Equilibrium. Section IV gives the introduction to the various types of games in detail. Section V outlines the use of game theory in communication networks at different layers of the protocol stack. Finally, in Section V we conclude this paper.

II. EXAMPLES OF GAMES

A. Prisoners’ Dilemma

The well known game of Prisoner’s Dilemma was presented by Professor Tucker of Princeton University in 1950 [12], [13]. This game depicts an imaginary situation where two persons are arrested under the suspicion of their involvement in a crime. The police place both the suspects in separate rooms so they are not able to communicate with each other during the interrogation process. Each suspect is informed of the following payoffs based on their strategies, separately:

- If both suspects confess the crime, each will serve in jail for ten years.
- If both deny the crime, both will serve in jail for 3 years.
- If one confess and the other deny, the confessor will be set free and the denier will be sent to jail for 15 years.

The choices available to the suspects and their corresponding outcomes when they play this game are given in the Table 2.

<table>
<thead>
<tr>
<th>Suspect 1</th>
<th>Confess</th>
<th>Deny</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,10)</td>
<td>(0,15)</td>
<td></td>
</tr>
<tr>
<td>(15,0)</td>
<td>(3,3)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Prisoners’ Dilemma

Prisoner’s Dilemma is an example of simultaneous move game and the solution lies in one of the concept of Game Theory called dominant strategy. The game is solvable and both players will be better off, if they opt for the (Deny, Deny) strategy giving both a maximum payoff of 3 years jail sentence. Since both players of the game are unaware of the decision of each other due to no communication and therefore no cooperation is possible in this case. To solve this game, each player has to weight the possible outcome of his strategies as well as the opponent’s decisions in this game. Considering the above game in the Suspect 1 prospective, the possible payoffs for his difference strategies are: (Confess, Confess) = 10 years, (Confess, Deny) = 0 years, (Deny, Confess) = 15 years, (Deny, Deny) = 3 years. By a method call Cell-by-Cell Inspection, Confess seems the best strategy to be played by Suspect 1, irrespective of the Suspect 2’s strategies. In Game Theory’s terminology, such a strategy is called the dominant strategy or best response and is defined as the strategy of a player which earns him the larger payoff than any other strategies, irrespective of the strategies played by other players in a game. All other strategies are called dominated strategies. In the game above, Suspect 1 will always go for Confess, irrespective of suspect 2 decisions. Similarly, in the prospective of Suspect 2, Confess is the dominant strategy; irrespective of Suspect 1’s adopted strategies. Assuming that both players are rational, the solution of this game is (Confess, Confess) i.e., both players play their dominant strategies.

B. Battle of the Sexes

Another famous game in the field of Game Theory is called the Battle of the Sexes and was introduced by R. Duncan Luce and Howard Raiffa [9] in 1957. The game is played between a wife and husband and both have to decide between two independent and simultaneous accruing events to attend. The game assumes that there are two events, a football match and a musical concert, and both the husband and wife have different payoffs from each. The payoff matrix and the strategy set for each player is shown in the Table 3.

By looking at the strategy matrix of the Table 3, none of the players would like to end up attending an event alone so (Football, Music) and (Music, Football) are two unacceptable outcomes in both player’s prospective. However, husband
prefers Football more than Music based on his utility function while the wife has high preference for Music based on her utility function. In this particular game, there is no dominant strategy for both players and hence the solution space is either (Football, Football) or (Music, Music). This particular example shows that a game might have more than one solutions i.e., multiple Nash Equilibriums.

### III. Solution Concepts in Game Theory

#### A. Nash Equilibrium

**Definition:** Nash Equilibrium [7] for any game is the set of strategies of all players, called the *strategy profile*, where no player can increase its payoff by changing his current strategy, assuming that all other players keep their current strategies intact. Mathematically, a Nash Equilibrium of a game is the strategy profile \( \mathbf{A} \) of all players such that:

\[
U_i(A_i, A - i) \geq U_i(A'_i, A - i) \quad \forall \ i \in \mathbb{N}, \ \forall \ A'_i \in \mathbf{A} \tag{1}
\]

Where \( A_i \) is the current strategy of player \( i \) against all other strategies of other players \( A_{-i} \). \( A'_i \) are all other strategies of player \( i \). This simply means that a strategy profile \( \mathbf{A} \) (combined strategies of all the players) will be a Nash Equilibrium if and only if the condition in the Equation (1) holds for all the players. In the examples given in the Sections III (A) and III (B), (Confess, Confess) is the Nash Equilibrium for the Prisoner’s Dilemma game while (Football, Football) and (Music, Music) are the Nash Equilibriums for the Battle of the Sexes game. In the case of all other outcomes in the given games, players can deviate from their current strategies to increase their payoffs and hence they are not accepted as the Nash Equilibriums.

#### B. Pareto Efficiency

**Definition:** Pareto Efficiency or Pareto Optimality, named after Vilfredo Pareto, is defined as “A situation is said to be Pareto efficient if there is no way to rearrange things to make at least one person better off without making anyone worse off” [14]. Pareto Efficiency is the measures the performance a game outcome. If such a strategy exists in a game, where any single player can increase his payoff by changing his current strategy without hurting the payoffs of other players, then the outcome is not Pareto Efficient. In other words, in a Pareto Efficient outcome of a game, every player stick to the current strategy and if a single deviation of a player can increase his payoff, it will definitely harm the payoff of other players in the game. It is not always necessary that a Nash Equilibrium outcome of a game be the Pareto Efficient one. Mathematically, a strategy profile \( \mathbf{A} \) will be Pareto Efficient if and only if there is no such other profiles \( \mathbf{A}' \) and \( \mathbf{A}'' \), such that for any players \( i,j \):

\[
U(A'_i) \geq U(A_i) \quad \forall \ i \in \mathbb{N}, \ \forall \ A'_i \in \mathbf{A} \tag{2}
\]

And for any \( j \in \mathbb{N} \), for any \( A'_j \in \mathbf{A} \):

\[
U(A'_j) \leq U(A_j) \tag{3}
\]

#### C. Pure and Mixed Strategy Nash Equilibrium

When players are playing a game, the *strategies* can be pure or mixed. In a pure strategy game, all the players are taking moves in discrete values. This means that all the players have are playing with a probability of one on all of their set of strategies. Refer to the example game in the Section III (A) again with different payoff values as given in the Table 4, with two players \( P_1 \) and \( P_2 \). The set of strategies for both are \( \{X, Y\} \). If both players pick \( X \) or \( Y \) discretely during the play of a game, then their strategies are called pure and the equilibrium in such a case is called pure strategy Nash Equilibrium. However, in some situations players don’t always play with pure strategies. For example if the game shown in the Table 4 is repeated for multiple times, it is possible that in some stages of the game, the players might decide to randomize their strategies by picking multiple strategies from their strategies set with some probabilities. By definition, a game is called of mixed strategy when the players randomize their moves over the set of pure strategies and the outcome of the game is called mixed strategy Nash Equilibrium [15]. Let us assume that player \( P_1 \) picks \( X \) with a probability of 0.7 times and \( Y \) with a probability of 0.3 times. It is assumed that player \( P_2 \) play with pure strategies, either \( X \) or \( Y \). For this game, the player \( P_1 \) will have an expected payoff for playing \( X \) or \( Y \) in terms of player \( P_1 \) ‘s randomization. *i.e.*

Expected payoff of \( P_2 \) for playing \( X = [(2*0.7)+(2*0.3)=2] \) and for playing \( Y = ([3*0.7]+[1*0.3]=2.4] \).

The mixed strategies are normally used in the repeated games where players know the history of each other’s preference over the strategy set. There might be situation that a player plays with mixed strategy when he is indifferent towards his all pure strategies or when the game is of a pure guess or when the players can guess the next move of each other [1]. There might be a situation for a player to play with mixed strategies, when the strategies available to it are not dominated by each other in his own set of choices. There might be the situations where a pure strategy game does not converge to the Nash Equilibrium. The mixed strategy games always have a Nash Equilibrium solution.

In order to calculate the expected utilities in mixed strategies applied by the players of the Battle of the Sexes game, lets assume that the women want to go to music and football events equally likely as shown in the Table 5. For this

<table>
<thead>
<tr>
<th>Husband</th>
<th>Football</th>
<th>Music</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(3,1)</td>
<td>(0,0)</td>
</tr>
<tr>
<td></td>
<td>(0,0)</td>
<td>(1,3)</td>
</tr>
</tbody>
</table>

**Table 3: Battle of the Sexes**

<table>
<thead>
<tr>
<th>Husband</th>
<th>Football</th>
<th>Music</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(3,1)</td>
<td>(0,0)</td>
</tr>
<tr>
<td></td>
<td>(0,0)</td>
<td>(1,3)</td>
</tr>
</tbody>
</table>

**Table 4: Mixed Strategy Nash Equilibrium**

<table>
<thead>
<tr>
<th>P</th>
<th>X (probability=0.7)</th>
<th>Y (probability=0.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>(2,2)</td>
<td>(4,2)</td>
</tr>
<tr>
<td>P2</td>
<td>(1,3)</td>
<td>(0,1)</td>
</tr>
</tbody>
</table>
assumption, let the husband want to randomize his move over his pure strategies by 1/3 and 2/3 i.e., he will want 1/3 of the time to go to music event and 2/3 of the time to go to the football event. The expected utilities of wife in terms of the mixed strategies of her husband can be calculated as follows:

\[ E(U)_w^F = (Football, \varphi) = [(\varphi \times \text{payoff}_F^w) + (1-\varphi) \times \text{payoff}_M^w] \]

\[ E(U)_w^M = (Music, \varphi) = [(\varphi \times \text{payoff}_M^w) + (1-\varphi) \times \text{payoff}_F^w] \]

Where \( E(U)_w^M \) is the expected value of wife’s payoff when the husband is going to the music event 1/3(\( \varphi \)) times in the game. Similarly \( E(U)_w^F \) is the expected payoff of wife when the husband is going (1-\( \varphi \)) times to the football match. \( \text{payoff}_M^w \) is the wife payoff in pure strategies when her husband is opting for music event. Similarly, the wife can also randomize her moves over the pure strategies and husband can derive his expected value of utility from the game of mixed strategies.

### Wife

<table>
<thead>
<tr>
<th>Husband</th>
<th>Football(2/3)</th>
<th>Music(1/3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Football(1/3)</td>
<td>(3,1)</td>
<td>(0,0)</td>
</tr>
<tr>
<td>Music(1/3)</td>
<td>(0,0)</td>
<td>(1,3)</td>
</tr>
</tbody>
</table>

Table 5: Battle of the Sexes with Mixed Strategy

### IV. GAMES TYPES

Depending on the player’s knowledge about each other’s strategies, payoffs, and past histories; games can be subdivided into different categories. Depending upon the number of players, a game can be classified as 2-player game or n-players where n>2. Depending upon the cooperation level, information available and the occurring of moves of the individual players the games can be broadly categorized as follows.

#### A. Non-Cooperative and Cooperative Games

In non-cooperative games, each participant player acts in his own interest and the unit of analysis is always the individual player instead of group of players. In these types of games, the players are always selfish – i.e., they always try to increase their own individual payoffs without taking care of other player’s payoffs in the game. So, non-cooperative game theory studies the competitive nature of individual players where players come into contact with the sole aim to increase their own benefits from the strategic situation [16].

In cooperative games, the groups of players are the unit of analysis and the players tend to increase their group payoffs as well as their own. A cooperative game can be considered as a competition among the groups in a game rather than individual players. The applications of cooperative game theoretical models are in the situations where players form groups, called coalitions, and the individual or group of player’s contribution towards the game depends on the actions of other agents in the game [17].

Most of the problems in Communication Networks have been modeled as non-cooperative games, where each node is considered to be a selfish self maximizer without taking care of the benefit of other nodes in a conflicting situation. However, there are some studies where the coalitions games have been modeled to study the individual nodes behavior in a network each contributing to a coalition [17].

#### B. Sequential and Simultaneous Move Games

Those games where the players take their decisions sequentially are called sequential move or extensive games. The basic characteristic of these games is that the players are aware about the strategies of other players and the moves are observable. The sequential move games involve strategic interaction where there is a very strict order of play and the players take turns during making their decisions. Each player has the knowledge about the decision of a player who moves ahead of him. Such games require strategic interaction in terms of a player’s current move effects on the future move and this adds to help every player to calculate his current strategy. The game of chess is an example of sequential move games. These games are solved with decision tree or game tree. The sequential games can be one shot or repeated [18].

In the simultaneous or strategic move games, players are unaware of the other player’s strategies ahead of time and the moves are simultaneous in that sense. The information about other players selection of a strategy over his strategy profile is not known to other players but it is assumed that the list of the strategies might be known. In these type of games each player thinks strategically not only about their own best response but also the best responses of other players in the game. Normally, the simultaneous move games are represented by the game matrix or payoff matrix. Prisoner’s Dilemma and the Battle of the Sexes are the example of simultaneous move games.

#### C. Zero-Sum and Non-Zero Sum Games

A game is called Zero-Sum where the total payoffs of all the players are equal to zero at the end of the game. These are the games which present the total win-total loss of players in a game. These are strictly competitive games where the player’s interaction is in complete conflict. Many games are Zero-Sum e.g., in all sport games; one team or individual’s win (+1) is the loss (-1) of the other team or individual. In the Non-Zero sum game, every player gets some share of the total benefit or some loss at the end of the game. There is no total loss and the competition is not that much strict as of the Zero-Sum games. The basic difference between these two games is that in Zero-Sum games, the players have no common interests and in Non-Zero-Sum games, players have conflicting and sometimes common interests. These types of games are very common in most economic activities and trading.

#### D. Games with Perfect and Imperfect Information

When each player knows exactly about all the decision of other players during his turn, the type of game is called a game with complete information. For example, all the sequential
games are games of complete information. In other cases, when there is no information about other players past strategies then the game is called of imperfect information. All simultaneous move games are games of imperfect information. For example the games presented in the Sections III (A) and III (B) (The Prisoner’s Dilemma and the Battle of the Sexes) are the games of incomplete information.

E. Games with Complete and Incomplete Information

When all the factors of the game are the common knowledge to all the participant players, such games are called games with complete information. The information in the game is symmetric and each player equally knows about other player’s strategies and payoffs associated with those strategies in these players prospective. The complete information games are perfectly competitive and the moves of the players are extremely strategic and calculated. The games where the knowledge of players regarding each other strategies and payoffs is limited are called games of incomplete information. These games can further be categorized as games of symmetric incomplete information or games of asymmetric incomplete information [19]. In the symmetric incomplete information, the absence of knowledge is equal for all the players. For example, in a sealed bid auction all players are equally unaware about the strategies of other players and the outcome associated with each. In the case of asymmetric incomplete information, some players know more than the other players. This knowledge or asymmetric information can be used by the possessive player as a threat or ultimatum to the other players of the game for his own advantage. For example, in the game of poker each player has only partial knowledge about the cards held by the other players.

V. APPLICATION OF GAME THEORY IN COMMUNICATION NETWORKS

Almost all the communication systems follow some standards, e.g., the Internet architecture follows the popular TCP/IP (Transmission Control Protocol/Internet Protocol) [20] protocol suits where all the involved network entities are assumed to follow the rules of the protocol in exact order. However, the cooperation to follow a certain protocol cannot be taken as for granted. Since devices are built by different vendors and it is quite possible that some manufacturers design their network devices such that they behave selfishly by deviating from the standard protocol, while other devices adhere to the same set of rules in the same network. This selfish behavior enables the individual devices to maximize their own performance in the shared network resource pool at the cost of others [21]. There is also the possibility that the end users of these devices program them in a selfish way. This maximization of one’s own benefit in a communication system at the cost of other users is called selfishness in the game theory. There are two approaches to cope with this selfish behavior in otherwise cooperative communication system. First, there are studies which provide some incentives and punishment mechanisms to force these selfish entities for cooperation. The misbehavior can also be modeled as a trust mechanism where only those entities in the network are served who cooperate [22], [23]. The other approach to tackle this behavior is found in the non-cooperative game theory. This theory gives a perfect match and aim to solve the selfish behavior of the individual entities in a network by outlining rules of the game, which are same for all the participant agents. By not following these rules of the game, saying generally, no network entity can do better while others are following the same set of rules. This gives a huge advantage to address the non-cooperative behavior as far as telecommunication systems are concerned. The use of non-cooperative game theoretic models is not new and a huge amount of literature can be found at different protocol layers and for different telecommunication systems. There is a huge amount of work on the access mechanisms, which tries to solve the non-cooperative behavior of nodes during accessing the shared medium with the game theoretic approaches [24]. The routing layer problems have been solved in many contexts, initially taking the concept of the application of non-cooperative game theory in transportation system and then extending the same findings to the network routing [25]. Thus, the aim of applying the game theoretic models for routing solves the path finding problem, where routing and resource allocation problems have been solved as a joint game formulation. The non-cooperative routing games aim to solve the ‘path’ problem where a path is the route established inside a network from a source to destination, both aim to maximize the route benefit for themselves and compete with other source, destination pairs in the network. The problems at transport layer have been addressed in many research findings [26], where the behavior of TCP protocol has been fully analyzed and solutions from the non-cooperative game theory have been provided to solve the congestion problem in the selfish environment. There is a huge interest in studying the cognitive radio networks with the help of non-cooperative game theory [27-30]. Since cognitive networks consist of primary and secondary users, the spectrum access mechanism is designed with a game outlining the rules to maximize the spectrum utilization as well as the user’s personal payoffs. Similarly, the problems at MAC layer relating to the channel assignment are tackled using game theory in the work [40], [41], [42], [43].

Several telecommunication problems have been addressed in studies where the mechanisms are being developed based on the models from cooperative game theory. The studies of [22], [23], address the issues concerning the physical layer of the protocol stack using cooperative game theory. The network layer issues have been addressed in the work of [23], while congestion control cooperative games have been studied by [31], [32]. Comparatively, designing cooperative games in a large system like Internet and other scalable networks faces many challenges ranging from efficiency, complexity and fairness among the individual users. The fundamental role of the cooperation among the entities of a network and their effect on the overall system performance has been reported in most recent studies. This basis of cooperative communication can be traced back to the work of [33], who has introduced the relay channel cooperation games. Recently the work of [34], [35] have used the idea of cooperative communications and proposed models based on the cooperative strategies by the network entities. In their proposed models [25], the authors...
have proved that multi-hop forwarding achieves optimal capacity scaling in network of large population. Similarly, in [36], [37] the authors have proven that the use of cooperation can increase the energy efficiency in wireless ad-hoc networks. However, these studies assume that the network users cooperate and forward the packets for others in the network at the expense of their own energy consumption. In the emerging networks, which are distributed in nature and not being in the authority of single organization; this assumption cannot hold. For example Mobile Ad-hoc Networks [38] and Wireless Mesh Networks (WMNs) [39] are very decentralized, auto configured and the nature of resource is very distributed. In such environment, the assumption of cooperation may not be valid. The increased capability of re-programmability of wireless devices offers another threat to this assumption. It is, therefore, important that the issues in networks like WMNs and MANETs should be addressed by using the concepts from non-cooperative game theory.

VI. CONCLUSION

This paper presents a detailed study of game theory and the associated concepts. The classification of games based on the information, rules, moves and rationality has been discussed. The two famous games in the literature of game theory, Prisoner’s Dilemma and the Battle of the Sexes have been investigated in detail with the associated concepts of pure and mixed strategies. Nash Equilibrium along with Pareto Efficiency has been covered in detail along with their properties. Finally, the paper gives an insight to the use of game theory in the problems of Communication Networks both from cooperative and non-cooperative perspectives.
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