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Abstract– This research work was based on the statistical 

analysis of the data obtained from Premier Bread Industry using 

statistical tools. Line chart was used to understand how the 

processing data time varies with each bread size. While the 

statistical summary chart was used to extract information from 

the data which enable us to understand the situations these data 

portray. However, the probability plots were used to show the 

fitness of the data for modeling.  Furthermore, data was also 

analyzed statistically using chi-squared and goodness-of-fit test. 
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I. INTRODUCTION 

tatistics is the scientific discipline that deals with the 

collection, classification, analysis, and interpretation of 

numerical facts or data. Statistics carries the specific 

connotation of a quantitative, description and analysis of the 

various aspects of a state or other social or natural 

phenomena. Statistical concept and statistical thinking enable 

the user to solve problems in almost any domain, support 

decisions reached, and reduce guess work. The objective of 

statistical analysis is to extract information from data in order 

to better understand the situations that these data portray. 

When the hypotheses come first the test is "prospective" 

and when the data come first the test is "retrospective". 

Traditionally, prospective tests have been required [1, 2]. 

However, there is a well-known generally accepted 

hypothesis test in which the data preceded the hypotheses [3].  

A related question in use of statistics in the physical 

sciences is whether probability theory applies to the known 

past in the same way that it applies to the unknown future [4], 

although these questions have been discussed [5]. It hardly 

seems reasonable to accord the same status to a hypothesis 

that explains the results of an experiment after the results are 

known as to a hypothesis that predicts the results of an 

experiment before they are known. This is because it is well 

known that predicting an event before it occurs is more 

difficult than explaining it after it occurs. 

In the sense of Fisher (but not of Neyman–Pearson), 

statistical significance is a statistical assessment of whether 

observations reflect a pattern rather than just chance. When 

used in statistics, the word significant does not mean 

important or meaningful, as it does in everyday speech: with 

sufficient data, a statistically significant result may be very 

small in magnitude. 

The fundamental challenge is that any partial picture of a 

given hypothesis, poll or question is subject to random error. 

In statistical testing, a result is deemed statistically significant 

if it is so extreme (without external variables which would 

influence the correlation results of the test) that such a result 

would be expected to arise simply by chance only in rare 

circumstances. Hence the result provides enough evidence to 

reject the hypothesis of 'no effect'. 

Researchers focusing solely on whether individual test 

results are significant or not may miss important response 

patterns which individually fall under the threshold set for 

tests of significance. Therefore along with tests of 

significance, it is preferable to examine effect-size statistics, 

which describe how large the effect is and the uncertainty 

around that estimate, so that the practical importance of the 

effect may be gauged by the reader. 

The calculated statistical significance of a result is in 

principle only valid if the hypothesis was specified before any 

data were examined. If, instead, the hypothesis was specified 

after some of the data were examined, and specifically tuned 

to match the direction in which the early data appeared to 

point, the calculation would overestimate statistical 

significance. 

An alternative (but nevertheless related) statistical 

hypothesis testing framework is the Neyman–Pearson 

frequentist school which requires that both a null and an 

alternative hypothesis be defined, and investigates the repeat 

sampling properties of the procedure, i.e., the probability that 

a decision to reject the null hypothesis will be made when it is 

in fact true and should not have been rejected (this is called a 

"false positive" or Type I error) and the probability that a 

decision will be made to accept the null hypothesis when it is 

in fact false (Type II error). Fisherian p-values are 
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philosophically different from Neyman–Pearson Type I 

errors. This confusion is unfortunately propagated by many 

statistics textbooks [6].  

Popular levels of significance are 10%, 5%, 1%, 0.5% and 

0.1%. if a test of significance gives a P-value lower than or 

equal to the significance level [7], the null hypothesis is 

rejected at that level. Such results are informally referred to as 

‘statistically significant (at the P = 0.05 level, etc.)’. The 

lower the significance level chosen, the stronger the evidence 

required. The choice of significance level is somewhat 

arbitrary, but for many applications, a level of 5% is chosen 

by convention [8, 9]. 

Statistical significance can be considered the confidence 

one has in a given result. In a comparison study, it is 

dependent on the relative difference between the groups 

compared, the amount of measurement and the noise 

associated with the measurement. In other words, the 

confidence one has in a given result being non-random (i.e., it 

is not a consequence of chance) depends on the signal-to-

noise ratio (SNR) and the sample size. 

Expressed mathematically, the confidence that a result is 

not by random chance is given by the following formula by 

Sackett [10]. 

        (1) 

For clarity, the above formula is presented in tabular form 

(Table 1). 

In words, the dependence of confidence is high if the noise 

is low and/or the sample size is large and/or the effect size 

(signal) is large. The confidence of a result (and its associated 

confidence interval) is not dependent on effect size alone. If 

the sample size is large and the noise is low a small effect size 

can be measured with great confidence. Whether a small 

effect size is considered important is dependent on the context 

of the events compared. 

In medicine, small effect sizes (reflected by small increases 

of risk) are often considered clinically relevant and are 

frequently used to guide treatment decisions if there is great 

confidence in them. Whether a given treatment is considered a 

worthy endeavor is dependent on the risks, benefits and      

costs [10]. 

II. METHODOLOGY 

The data of Premier Bread Industry’s operations were 

obtained. A statistical analysis of the data using graphical 

summary chart was carried out. The fitness of the data was 

validated using the normal probability plot. The confirmation 

of how good and fit the data are for modeling of the 

production process of Premier Bread Industry using the 

goodness-of-fit test for Poisson distribution was equally done. 

The process data for the bread Industry is as shown in      

Table 2. 

 

Table 1: Dependence of confidence with noise, signal and sample size (tabular form) 

 

Parameter Parameter increases Parameter decreases 

Noise Confidence decreases Confidence increases 

Signal Confidence increases Confidence decreases 

Sample size Confidence increases Confidence decreases 

 

  

 

Table 2: Process Data for Premier Bread Industry 

 

Size of loaves_1 Giant loaf  (x1) long loaf (x2) small loaf (x3) 

Mixing (min) 2 1 2 

Matching (min) 3 1 4 

Molding (min) 3 2 2 

Baking (min) 2 3 2 

Profit per loaf (kobo) 1400 1100 400 
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Fig. 1: Graphical representation of time for bread mixing 

 

Fig. 1 shows the time it takes to mix a loaf of bread for its different sizes. 

 

 
 

Fig. 2: Graphical representation of time for bread matching 

 

Fig. 2 observes the time it takes to match a loaf of bread for its different sizes. 

  

 
 

Fig. 3: Graphical representation of time for bread baking 
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Fig. 3 shows the time it takes to bake a loaf of bread for its different sizes. 

  

 
 

Fig. 4: Graphical representation of Profit per loaf 

 

Fig. 4 shows the profit made (in kobo) per loaf of bread for its different sizes. 

  

12008004000

Median

Mean

150010005000-500

1st Q uartile 2.00

Median 3.00

3rd Q uartile 701.50

Maximum 1400.00

-494.02 1058.02

2.00 1400.00

374.45 1795.92

A -Squared 1.20

P-V alue < 0.005

Mean 282.00

StDev 624.98

V ariance 390601.50

Skewness 2.23606

Kurtosis 4.99999

N 5

Minimum 2.00

A nderson-Darling Normality  Test

95% C onfidence Interv al for Mean

95% C onfidence Interv al for Median

95% C onfidence Interv al for StDev

95% Confidence Intervals

Summary for Giant loaf  (x1)_1

 
 

Fig. 5: Statistical Results for Graphical Summary for Giant loaf (x1) _1 

 

Fig. 5 shows the statistical processing data for giant loaf of bread. It shows that the level of significance is strong and it 

rejects the null hypothesis test.   
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Fig. 6: Statistical Results for Graphical Summary for long loaf (x2)_1 

 

Fig. 6 observes the statistical processing data for long loaf of bread. It shows that the significance level is high and its 

modeling is adequate for the data.   
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Fig. 7: Statistical Results for Graphical Summary for small loaf (x3) _1 
 

Fig. 7 confirms the statistical processing data analysis for small loaf of bread. It shows that the level of significance is strong 

and it rejects the null hypothesis test.   
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Fig. 8: Probability Plot of Giant loaf (x1) _1 

 

Fig. 8 was used to validate and to confirm the model adequacy in figure 5. It’s also used for the fitness of the data. 
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Fig. 9: Probability Plot of long loaf (x2) _1 

 

Fig. 9 was used to validate and to confirm the model adequacy in figure 6. It’s also used to test for the fitness of the processing 

data. 
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Fig. 10: Probability Plot of small loaf (x3) _1 

 

Fig. 10 was used to validate and to confirm the model adequacy in figure 7. It’s also used to test for the fitness of the processing 

data. 

A. Goodness-of-Fit Test for Poisson Distribution  

Data column: Giant loaf  (x1) 

 

Poisson mean for Giant loaf  (x1) = 282 

 

Giant loaf                Poisson            Contribution 

(x1)        Observed  Probability  Expected     to Chi-Sq 

<=2                2     0.000000         *             * 

3 - 285            2     0.586247   2.93124       0.29585 

286 - 1399         0     0.413753   2.06876       2.06876 

>=1400             1     0.000000         *             * 

 

 

N  N*  DF  Chi-Sq  P-Value 

5   0   2       *    0.000 

 

 

Expected value is approximately 0.  Chi-Square value is extremely large and 

     denoted as *. 

 

 

2 cell(s) (50.00%) with expected value(s) less than 5. 
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Fig. 11: Chart of Observed and Expected Values 

 

Fig. 11 shows the number of observed and expected values of the processing data 

 

3 - 285286 - 1399>=1400<=2

2.0

1.5

1.0

0.5

0.0

Giant loaf  (x1)

C
o

n
tr

ib
u

te
d

 V
a

lu
e

Chart of Contribution to the Chi-Square Value by Category

 
 

Fig. 12: Chart of Contribution to the Chi-Square Value by Category 

 

B. Goodness-of-Fit Test for Poisson Distribution  

 
Data column: long loaf (x2) 

 

Poisson mean for long loaf (x2) = 221.4 

 

                              Poisson            Contribution 

long loaf (x2)  Observed  Probability  Expected     to Chi-Sq 

<=2                    3     0.000000         *             * 

3 - 224                1     0.586690   2.93345       1.27434 

225 - 1099             0     0.413310   2.06655       2.06655 

>=1100                 1     0.000000         *             * 

 

N  N*  DF  Chi-Sq  P-Value 

5   0   2       *    0.000 
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Expected value is approximately 0.  Chi-Square value is extremely large and 

     denoted as *. 

2 cell(s) (50.00%) with expected value(s) less than 5. 
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Fig. 13: Chart of Observed and Expected Values 

 

Fig. 13 shows the number of observed and expected values of the processing data 
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Fig. 14: Chart of Contribution to the Chi-Square Value by Category 

 

 

C. Goodness-of-Fit Test for Poisson Distribution  

 
Data column: small loaf (x3) 

 

Poisson mean for small loaf (x3) = 82 

 

small 

loaf                 Poisson            Contribution 

(x3)   Observed  Probability  Expected     to Chi-Sq 

<=2           3            0         *             * 

3             0            0         0           0.0 
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>=4           2            1         5           1.8 

 

N  N*  DF  Chi-Sq  P-Value 

5   0   1       *    0.000 

 

Expected value is approximately 0.  Chi-Square value is extremely large and 

     denoted as *. 

 

WARNING:  1 cell(s) (33.33%) with expected value(s) less than 1.  Chi-Square 

     approximation probably invalid. 

 

1 cell(s) (33.33%) with expected value(s) less than 5. 
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Fig. 15: Chart of Observed and Expected Values 

 

Fig. 1 shows the number of observed and expected values of the processing data 
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Fig. 16: Chart of Contribution to the Chi-Square Value by Category 

 

III. DISCUSSION OF RESULTS  

The line chart was used to show the production process 

time it takes each loaf of bread to be produced. This was 

analyzed using different sizes of bread in the case study 

industry. Statistical summary was performed using graphical 

summary to show that the results obtained was 95% 

confidence for different sizes of the bread analyzed. The P-

value (i.e., 0.005) for each size of the bread shows that the 
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data collect were significant. The use of Anderson-darling test 

for normal Probability plot was used to show and to validate 

the modeling of the production process data. Their results 

show that the production process bread sizes were significant 

and fit for modeling. From the analysis of the result of 

observed and expected, the poisson distribution show that the 

p- value = 0.000, which still means that the production 

process data for the different sizes of the bread were 

significant. It showed how good and fit the data is for 

modeling of the production process of the bread sizes. The 

chi-square and the chart of observed and expected values were 

used to confirm the goodness-of-fit of the processing data 

using poisson distribution. Their results were use to show a 

strong recommendation of the processing data and fitness for 

the modeling of their production process. 

IV. CONCLUSION 

The statistical analyses of the processing data were done to 

understand the statistical behavior. It showed without any 

guess work the behavior of the process data and the adequacy 

and goodness-of-fit of the model produced for the process 

data. The statistical analysis also recommended how strong 

the data is (by using the level of significant) for modeling. 
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